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1 introduction

This report deta:ils the functional definition and svstem
concepts for Cronus. the distributed operating svstem being
developed as part of the DOF Design and Implementstion project
sponsored by Kome Air Development Center The report was the
first project deliverable document. originallv publitshed 1n june
1982 and was 1ntended as arn overview of the svstem which we are
developing under this effort <1> It has been revised i1n October
1984 to reflect the minimal changes 1n direction taken during the
initial phases of detalled design and implementation The
functions and svstem concepts discussed in this report are the
resuits of a consideration of the current state of distributed

svstem technology and potential uses of the svstem 1n a wide

variety of command and control environments

This report 1s not a design document. The design of &

system meeting the objectives described 1n this report are

<1:. Acknow. edgement In addit:ion to the authors. Dr Willjam |
MacGregor and Mr. Morton Hoffman participated in writing the
original Functional Definition report During the period of,
1ini1ti1al svstem design and 1mplementation a large group of BBNers.
too numerous to mention, have contributed their 1deas and energy

into refining the system concepts and making them work in our
system testbed.
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covered 1n other reports However the nature of the project
dictates that many design. 1mplementation and even test &nd
evaluation spproaches be made 1n a coordinated manner with the

svstem definition Accordingiy. these 'ssues are also addressed

where appropriate 1n the present document.

1 1 PFroject Objectives

The purpcse of tne Distributed Operating Svstem (DO3»
project 15 to aevelop a distributed svstem architecture and a
distributed operating svstem software for use 1n command and
control envxronménts The DOS development activity can be
subdivided i1nto five ma)or categories.

1 Select the off-the—shelf hardware and softwere components
that represent the foundation of the DOS svstem.

1Y

Design the DOS conceptuel structure. bv defining @} the
functions available to users of the svsiem. b) models for
pervasive 1ssues such as reliability, access control and
svstem control. and c¢) the top—-level decomposition of the
DOS software components i1nto i1mplementation units

3 Develop the 1mplementation units defined 1n (2). until
tnev become complete. functioning programs i1n the DOS -

Advanced Development Model (ADM)

4 Integrate the implementation units 1nto & coherent and
: efui system. both by adjustments to the functional
==~ --- - ~definvrtions and by eny optimizations necessary for

acceptable performance. ?
5 Evaljuste the concepts and reallzatlon'of the DOS 1n the

environment of the ADM. bv means of formalized test
procedures and practical demonstrations.
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The DOS 1s designed as & general purpose svstem to support
interactive :nformation processing ~Thus. emphasis 1s placed on

ability of the DOI structures along several dimensions for
example

- Reliability essentiel services can be provided with high
relrabilrty using redundant equ:i:pment. or with )Jower
reliabiliiv at lower cost.

- Accommodation there are well-defined paths for
tntegrating anv nost under anvy native operating svsiem. and
anv speciai-purpose device 1nto the DCT

~ Scalabilry a DOS ciuster can be scaled from & few 12
severa; hundred hosts. and adjust to a similar scaling of
the user population. -

- Primary use appropriately configured. & cluster couid be
utilized as & program development svstem &n office
automation svstem. a base for dedicated applications. or =
mixture of all three.

- Access peths the DOS services and &pplications can be
accessec¢ from terminals and workstations attached to &
cluster drrectly. or through the internetwork.

- Buv-1n cost hosts and applications can be i1ntegrated i1ntc
the DOS environment in a variety of wavs that offer &
range of cost performance points to the integrator

The DOZ concepts and the software modules that implement the
basic system services can be utilized :n & wide varietv of
possible hardware configurations. and 1n many different operating
regimes. to support the requirements of different applications
This makes 1t difficult to describe the DOS conciselv. & completfe

description must examine each of the dimensions of DOS

adaptebility. This document presents a top-level view of the

-
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project objectives and DOS design goals further detail will be

provided 1n svstem design documents-

With regard te DOS adaptability. we distinguish betweern
ccommodatio the ability of the DOS to i1ncorporate new host
tvpes new constituent operating systems. and new applicetion
subsvstems t1services). and substitution. the replacement. of &

hardware or software module critical to the provision of DOS
eszentlai Services It 15 & prorec: goel to achieve &s wide a

ran

i

€ &5 possibie of accommodaticn 1 ¢ to be able tec 1ntegrate
manv tvpes of existing or future host. operating svstem or
application subsvstems within the DOS concepts Substitution. 1in
contrast will be much more tightly constrained. because the new
hardware or software module must correctly implement the externa]
interface of the old module 1n order for the DOS to continue tc
functicn correctly Certain critical interfaces e g . the
interface to.the local network wil} be carefully defined to meke
substitution feasible enﬁ convenient Both forms of
adaptability. accommodation and substitution. are i1mportant. but

&

we expect accommodation to occur much more frequently

In general. the DOS design 1s influenced more bv avalleable
and projected technology than by the specific requirements of Jhy
application. since to do otherwise would violate the general-

purpose nature of the DOS The temper of the DOS design 1s
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pragmatic The project &ims to design build end evaluste s
useful svstem over & period of approximately 2 vears The

follew:ng problem areas &are not considered tc bé i1mportant
project objectives
1 Development of high reliability or fault tolerant
hardware

Development of minimal-cost solutions to distributed
processing problems

0

2 Research 1nto low-ievel communications hardware and
protoccls

4 Development of support for distributed. reai-time
applications.

By sgatxng t1) as & non—goal we emphasize the project
orientation towards software. rather than hardwere. reliability
techniqgues We note the mention of specific. non-fault—t;lerant
commerclal processors as DOS constituent hosts in the Statement
of Work the implication that non-fault-tolerant machines will
often be i1ncluded 1n DOS configurations 1s evidence 1n suppnrt of

(1) s a non—goal

~A,
By stating (2) &as & non-goal we express a bias towards

general-purpose operating svstem facilities For some
applications. high-volume production (hundreds or thousands of
units}) mav be anticipated. economic pressures will then encourage'
tailoring the systems to provide the required function at minimal

cost per unit. General-purpose svstems. on the other hand. tend
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to provide more functionsality than i1s necessary for any
particular appliication Thev are thus more cost effective for
smali produciion volumes of applxé;tlon systems (their generalitv
makes prdgrammlng less costly). and less cost effective for iarge
production volumes tsince each replicated svstem contains unused
genersal-purpose mechanisms} Because simply achieving the
required distributerd operasting svstem function 1s teo a large
degree sti1l]l a research problem. we do not believe a major
emphasis on cost effectiveness 1s desirable or even possible

=3

this time

Bv stating (3) as a non-goal we recognize the large
investments 1n !ow—-level communication prétocols and hardware
aslready made bty the Depérlment of Defense and the private sector
In the 1nterests of i1nteroperabil:ity and & rapi1d rate of progress
on the other. higher-ievel 1ssues of distributed operating svstem
design we will directly utilice the DoD IP and TCP protocoi

standards and commercial local network technologyv

By steating (4) as & non-goal we 1dentify a conflict between
the distributed operating svstem structures required for high
performance 1n real!-time systems. and the structures which
supp&rt & modern. éeneral—purpose computing utility Again. the

!

project orientation 1s towards the more general-purpose concepts.

however. the presence of 1ndividual hosts 1n a DOS cluster
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performing real-time processing 15 entirely within the DOS

concept of operation. and 1s readily-supported

] 2 Svstem Environment

To define the focus of the DOS project 1t 1s useful to
cless:fy distributed svstems eiong srchitectural lines accordalng

to the physice] extent of cistribution the svstems -exhibi: We

can 1dent:fyv three major architecturei areas of interes:

1 Node Architecture

i Cluster Architecture

= Inter-Cluster Architecture
Each of these 1s relaied to the emerging technology of
distributed systems. but the technologv of distribution tends to

be different 1n the three areas. as explained below

Node Architecture

The development of & processor architecture.
configuration. and opersting system for & single host or
processing node 1s & large-scale underteking. usually
accomplished by computer manufacturers A host 1s
tvpically phvsically smal] tcan be contained 1n one
roomt. 15 designed bv computer hardware architects as sy
single logical unit. and 1s concerned with maximum event
rates of approximately 1 to 1000 million events per
second Although dual-processor nodes have been common
for some time, nodes with manv-fold i1nternal distribution
are just now becoming commercially available. The
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structure and efficient utilization of such hests 1s &t
the forefront of computer architecture research

Cluster Architecture

A cluster 1s a collection of nodes atteached to &
high-speed local network At present. technology limits
the speed of local networks to approximately 1 to 100
' megabits aggregate throughput. and the phvsical si1ze of
the network to & maximum diameter of about 4 Lilometers
The host svstems are made to work together through the
agency of the distributed operating svstem. which
provides unifyving services and cohcepts which are
uti1i1zed by appiication sofiware The maximum event rate
a1l the DOZ jeve! 15 relasted to the minimum message
$ transmission time between nosts &and 1s on the order of
10 tc 1000 messages per second The cluster
configuration and aprpilcations supported by i1t are
tvpicaily under the sdministrative control of one
- organlzational entity

Inter-Cluster Architecture

An inter-cluster architecture tvpically deals with
geographically distributed clusters (or 1n the degenerate
case hosts) which are not under unified sdministrative

- control Because of administretive 1ssues and the
greater lifespan of 1nter-cluster asrchitectures. thev
tend to be composed of parts from menv different hardware
and software technologies The communication paths
between widely separated clusters have much lower
bandwidth and higher error rates than loca] networks. the
maximum event rate for cluster—tc-cluster i1nteractions 1s

on the order of 0 01 to 10 events per second In the A

inter-cluster case. emphasis 1: on defining protocols for
‘interactions between clusters. &and on the appropriate
rules for the exchange of authcrity ifor access to
information and consumption of resources) between
clusters.

‘ /
The boundaries between these areas are often indistinct. and
sometimes simply the result of unrelated design efforts.

Nonetheless each area has & unique set of requirements and

 —————— . — o,

ot st .

L e



e ety

P e

ey

Repor: Noc  SE7T: E

o«
-

Neraney srd Newmar ins

solutions for svstem design For @ given area. these aspects
combine to form an outlook that encompasses not just the
functional properties of & svstem. but also many “svstem level”
15sues relating to development. administration. treining.

operations. documentation. and ma:intenance.

The initial principle concern for the DOS project will be
the development of & system for & cluster architecture Because
a ciuster 15 composed of nodes and connected to other clusters
the re:ationships between node. cluster. and i1nter-cluster
architectures must be considered 1n order to produce the DOS
cluster architecture In certain specific but limited regards,
problems concerning node or 1nter-cluster architecture will be‘
important For examplie 1t must be possible to i1ntegrate a wide
variety of nodes 1nio the cluster svstem. and the cluster svstem
must be able to interact with other ciusters Where feasible. we
would :ike the design to be extendable tc 1nc1udé the arees of
node &nd inter-cluster architecture Standardized node
components and standardized connections to the i1nternetwork
environment will both contribute to the applicability and
longevity of the DOS design. However. 1t 1s outside the primary
scope of this phase of the project to attempt t$e development of
unified approaches to problems of distribution 1n a}l three f

areas. which would 1nvolve addressing three different sets of

1ssues at once ¥We do believe that over time. many of the same
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concepts used in handling cluster—-width distribution can. when
suitably adopted. also be applied to problems i1in intre-node and
tnter-cluster distribution All three diversions ultimateiv need

to be 1ntegrated 1n & truly global architecture

It :s i1mportant thet the DOS project take full advantage of
the best ava:lable off-the-shelf component technologv A
component’ in this sense mayv be hardware e g . processors and

g
storage devizes) or software e ¢ . the commercial UNIX or VMS
operating svstems and the ARPA-sponsored internet gateway

sof tware The current technological trends should also favor
continued development of the components i1n applications apart
from the DOY project. so that the peralle] evolution of node and
inter-cluster architectures can potentially benefi1t the DOS
cluster architecture The DOS project can be expected. of
course to provide useful concepts and ser -ices for the other

areas synergism results from a blend of diversity and

commonality among the three architectural levels

1 3 Svstem Goals

The overall objective of developing e cluster operating
svstem can be broken down into & number of system design goals

along the lines of the characteristics the system should exhibit.
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The resulting design goals can then be prioriticed and used

during the design process as a means for focusing the design

effort and as & basis for making various design choices

The svstem design gosls for the DOS. 1n order of decreasing

pricrity are

Primary Goals

Coherence and Uniformity

To be usable as & svstem the DOS should provide &
coherent and uniform 1ntegration of 1ts collection of
svstems and subsystems

o

Survaivability and Integraity

The operation of the system and the 1ntegrity of the
data 1t manages should be resilient to outages of
syvstem components

z Scalability.

It should be possible to configure the svstem with
varving amounts of equipment to accommodate & wide
range of user population sizes and application
requirements It should be possible to grow the svstem
incrementally as the demand for i1ndividual resources
grows over time.

Secondary Goals

4 Resource Management .

The system should provide means for svstem
administrators to establish policies that govern how
resources are allocated within the entire collection of
policies and 1t should work to enforce those policies

5. Component Substitutability

11

A



.

N, oae-. Le.t bersnei ana Newmar ip.

o

The ADM DOS will be built on a specific equipment base
The svstem should be structured tc permit svstem
components to be replaced by functionally equivealent
equipment to the largest extent feasible

6 Operation and Maintenance Procedures
The svstem should provide features which facilitate
routine operations and maintenance activity by svstem
cperations personnel

Each of these design goals 1s discussed i1n more detail in the

sections that follow

12

S
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2 Coherence and Uniformity

The DOT project aims to develop & coherence and uniformity
among ctherwise independent computer svstems and services
attached to & cluster 1n such a manner that the effort required
to i1ntegrate existing applications. or to develop new. explicitiy

distributed appilcations. 1s small

This section discusses coherence and uniformity" as the
phrase applies to tne DO F:rst &an i1mportant dichotemv 1n the
domain of antici1pated DOS applicetions 1s expiained and the
dichotomv this places on the design process are described
Secona the cluster architecture 1s described i1n more deta:!
Third several design principles which are the basis of the
design process are presénted end discussed as thev apply to the
goal of coherence and uniformitv Finally. specific approaches
to some of the issues which are believed to be well understood at

the current time are given:

2 1 The Out:r Svystem and Inner Svstem Views

The 1nterpretation of the phrase "coherence and umiformitv’ ,

1s ultimately subjective. and should reflect the users opinions
of the system concepts and realization Thus 1t 1s fitting that

thi1s section begin with a discussion of how the DOS concepts
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might be used in different applications. Rather thean attempt &
thorough treatment of the (very large) domain of epplications.

twe 1mportant classes of applications are considered 1n the

abstrac?

The first class of application views the DOS as an external
enti1ty. & supplier of services and communication facxlitles.
Thi*'s crientation 1s referred to as the oyter system vjew of the
DCF. since the applications alreadyv exist or are built outside
the context of th&.DOS concepts cf! cperation The second c¢lass

of

application 15 burlt to run i1n the DOS context with full
knowledge of the DOS environment and é bias towards 1ts full
exploitation This orientet:ion 1s referred to as the jnner
svstem view of the DOS The outer svstem view 1s most closely
related to the problem of achieving connections among existing
funztional components built on heterogeneous hosts and operating
svstens theixnner sysyem view should prevail 1n the design cof

new. distributed applications. whether thev are built on &

homogeneous or heterogeneous base

We presume that applications satisfving an organization's
needs wil! often be developed i1ndependentiy of each other
’
During their development these applications will frequently come

to depend upon particular hardware and software objects in thear

environment. e _.g . the host 1nstruction set. the host operating

14 -




Report Nc  3E£7¢% .7+ beraner and Newman inc
svstem.  and one-of-a-kind pertiphersls attached to & particular
host The applications mav reach operational status with no
explicit use of the DOS concepts. and they could be built e:ther
on conventional. stand-alone hosts or on & host attached to & DOS

cluster

At some point 1n time 1t may be necessary to form & logical
connection between application programs which hate been developed
independentlv-—thnat 1s to achieve interoperability among the
functional components There mav be many obstacles to
interoperesbiliiy. & few of the more prevalent and difficult
obstacles are

Incompatible data structures.

-

2 Applncatxon'xnter!aces designed for program-to-human
rather than program-to-program communication

(W]

The sbsence of & suitable program—to-program

communication facility 1n the host operating svstemts)

4 An 1nadequate structure for the transfer of authoraity
{for access to 1nformation and resources) between
programs.

5 Poor reliability as the svstem becomes more and more
vulnerable to single-point failures.

6. Poor reliability due to high error rates on communication

channels between components.

The high cost of performance optimizations 1nvolving

!
several complex software components.

€ Disparate software development environments--both
automated tools and meanual procedures.

In the outer svstem view, the primaryv role of the DOS 1s to

15 .
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reduce these and other obstacles to interoperabilitv. bv
providing & core of common concepts . and functions that become the

focus of component 1ntersctions

As an example of the outer svstem view suppose there 1s &a
need tc link & graphics display function executing on & personsl
workstation to a database management system running on & standard

mainframe operailng svstem Initially. the dautubase management

"w

svstem and the graphic support{ m&v have no relationship to tne
DQO3 whatsoever re:ving entireiv upon the hardware and softwars
resources ¢f their own hcsts In ordei to accomplish the logica!l
lJink the hosts must be phnvsically esttached to a DOS cluster
communication software must exi1st on each host and the
applications must be prepared to properliy utilize the host-to-~
host communication path.  The DOS cen assist this i1ntegration by
def:ning the common concepts required for the logical connection
to be formed. In this simple example the only requirement 1s for
communication. but i1n more complex situations the DOS mev supplvy

other services (e.g.. user authentication. dates storaege eand

encryption. terminal multiplexing)

The 1nner svstem view. 1n contrast. assumes that new
applications are constructed within the framework of the DOS gnd
use DOS mechanisms in preference to local! host mechanisms

whenever practical. A new application designed from the i1nner

16 -
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svstem perspective may or may not be distributed. and mav be
built on homogeneous or heterogeneous machines and operating
svstems Whichever the case by adopting the DOS conventions for
svstem decomposition. object definition and handling. access
control. file storage and cataloging etc such applications
avoid manv of the i1nteroperabi]ity problems listed above and cean
take advantage of the distributed nature of the envxronmen{ In
r;ct. the process of building an application on the DOS i1nner
svstem 1s akin to program ctonstruction on a single conventionat!
host. 1n that the svstem concepts are generally understood bv &l!
of the components to mean the same thing i1ndependent of the
distribution of the underlying system The new application not
only achieves uniform connections among 1ts constituent pileces
but alsc inherits the ability to 1nteract with other i1nner svstem
tools which also conform to the common concepts Thus 1nner
svstem applications enrich the DOS environment in an incremental
wav. and form the basis for the continued crderiy evolution eof

the DOS environment .

The DOS inner system is unlike a conventisnal opereting
system. how-ver because 1! addresses 1ssues of distribution--the
development of distributed programs. the possibility of

. !
survivable operation through host redundency. and the potential

for configuration scafxng beyond the limits of shared memory

architectures. These system aspects motivate the development of

17 -
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a powerful and coherent 1nner syvstem architecture

An assumption of the DOS project 1s that
both the outer and 1nner svstem views are 1mportant and must
be considered 1n the design Because the two views 1mplvy

different system requirements this represents a burden to the

design process

i > 2 DOS Cluster Phvsical Model

Before discussing the major system design principles the

- equipment configuration for the DOS cluster 1s briefly reviewed .
The DOY cluster 1s composed of three types of equipment

1 A communication subsvstem The subsvstem consists of a
Lkigh-bandwidth. low-latency local network. hardware
interfaces between hosts and the local network. device
driver software 1n the host operating svstems. and |ow-
level protocol software ithe data link laver) 1n the
- hests

I

.DOS service hosts These machines are dedicateéd entirely ™™
to DOS functions. and exist onlvy to provide services to

DOS users and applications. In general. they represent
modules with specific. system—oriented functions (e g
archival file storage) and are not user programmeable
Requirements for the DOS sersice host tvpes and operatling

systems will be specified 1n the DOS design documents <>

<1 The DOS design will permit the substitution of different
service host tvpes for the hosts actuallyv used 1n the Advanced
Development Model .

-18 -
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3 Application hosts These mav be general-purpose hosts
te g . timesharing machines! providing services to-manv
DOS users. or workstations providing services to one user
et & time. or special-purpose hosts (e g signsal
processing computers) required bv just one DOS
application. Application hosts are often user
programmable. In general, they have manv characteristics

which are not under the control of the DOS. the DO must
be sufficiently flexible to incorporate application hosts
of almost anv kind

Application hosts will be connected to the communicatior
subsvstem i1n one of twoc wavs 1' directlv bv meens of a host-
tec-loca:-network device i1nterface. or ) indirectivy tnrough an

intermediary DOS service host cajled an access machine The
intent :s that standardized access machine sqftware and hardware
can reduFe the 1ntegration cost for a new application host The
electrical 1nterface between the application host and the access
machine. for 1nstance. need not be as complex as & local network
interface 1t need only be mutuallv acceptable tc the two
machines <¥> Access machines mav have other functrons as wel|
they could play a role 1n the DOS security model. for example. bv
1solating untrusted hosts from the (presumed secure) local
networkg The tradeoffs arising 1n direct and i1ndirect host
integration are not presently well understood an exploration of

this topic 1s anticipated during the DOS project.

<1>. As a concrete example, the access machine planned for the
Advanced Development Model wi]l] utilize the HDLC protocol over an
RS-422 or RS-423 machine 1nterface

19 .
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General-purpose application hosts wil]l usually operate with
syandard operating systems (e g.. & Digital Equipment Corporation
VAX computer running the VMS operating svstem) which are enhanced
and or modified to i1ntegrate the host i1nto the DOS Thus
application hosts will support some DOS software components at &
minimum those required for communication with DOS service hosts
Some DOS services may also be partially or completelvw 1ﬁplemented
on application host to realize performance advantages (bv

ljocating appliceations and r1equired DOS services together: cr

cr

~y
2
74
—~

advantages (through resource sharing)

3 Design Principles

)

2 3 1 Provide Essential Services Syvstem-Wide

At the heart of the DOS concept 1s the aanlaanxty of
selected eséentlal services tec all of the applications 1n the
DOS The coherence and uniformity of the DOS 1s directly
enhanced when applications end application host operating svstems
embrace the DOS-supplied services as the single source of these
services To the extent that applications and application host
operating systems choose to utilize paralle] but i1ncompatible’

services. coherence and uniformity 1s lost.

At this time the essential services are believed to be.
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- User access points (termineal ports workstations) providing

& uniforr path to all DOX services and applicetion:s

—'Object management {cataloging and object manipulation: fcr
manv tvpes of DOS objects

- Lniform facilities for process i1nvocation. control and
interprocess communication for application builders

— Cluster—-wide user 1dentifiers and user suthentication as
the basis for uniform access control to DOS resources.

— Cluster-wide svmbolic name space for all tvpes of DOS
objects.

- A standeard 1nterprocess communication (IPC) facility
supporting datagrams and virtual circuits

~ A user 1nterface that provides access tc all DOS and
application services

- Input.-output services for the exchange of data with people
and svstems apart from the DG3

- Host monitoring and control services, and additional
mechanisms needed for cluster operation.

< 3 Utilize Recognized and Emerging Standards
The DOS design will 1ncorporate recognized and emerging
standards whenever practical at many levels of the system The

adoption of standards both enhances the uniformityv of the svstem
end contributes to the likelihood of pre-ex:isting. compatible
interfeaces The Jongevity of the DOS concept cf operetion 1s

extended by attention to standards that are the foundation of

contemporary research and development activities. the possibility

of i1nteraction with other projects to the mutual benefit of both
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H

1s maximized

2.3.2 Preserve Choices

The DOS design will preserve choices for the application

nost i1ntegrator and the applicetion builder.

There 15 & complex tradeoff between the cost of host and
appilcation integration 1nto the DOS. and the uniformitv and
power achieved &s & result of the i1ntegration Although manv
1ssues 1nvolved 1n the tradeoff have been 1i1dentified. the problem
1s not sufficient]ly well understood to make prescriptions
confidently Investigation of this problem 1s an i1mportant

objective of the DOS project

Part of the project s approecn 1s embodied 1n Principle 3
This principle requires that the DOS concept of operation
accommodate not just one. but a range of possible cost uniformity

points

Similar tradeoffs exist among the DOS services supplied to
application programs For exsmple. this principle applied to
interprocess communtcation i1mplies that neither dataéram nor ¢
virtual circuit service 1s sufficient for all applications. the

DOS should provide both types of communication service.

.22 -
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In general. this princ:iple requires that the DOS design

address the protiem of how DOS i1nstallaticns will adapt to vervy

different configuration and application requirements

[§%)

4 Specific Approaches

2°4 1 The Communication Subsyvstem
A high-bandwidth low-iatency local network -1~ 1s the
backbone cf the DO: The DOS concept of operation wili spec:fv

the 1nterface to the loceal network. so that alternate local
network technologles can be substituted for the particular local

network chosen for the Advanced Development Model. 1f theyv meet

the 1nterface specification The i1nterface specification will be

as unrestrictive as possibie so that! substitution 1s & real

possibiiaty

The local network will permit every host to communicate with

everv other host 1n the DOS cluster, and will provide an
efficient broadcast service from any host to &all hosts The
local network i1nterface specification may further restrict the
minimum packet size. addressing mechanism.'and other local

network properties

<l». See DOS-Note 21, "DOS Local Network Selection’.

&
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2.4.2 Generic Computing Elements

The concept of & Generic Computing Element (GCE: 1s one
aspect of the D03 design ~1- A GCE 15 an 1nexpensive DOS host
that can be flexibly configured. with small or large memorv and
with or without disks and other peripherals. as shown 1n Figure

3 GCE's wi1ll be configured for. and dedicated to. specific DOS

service roles. such as terminal multiplexing. file storege

access machines. and DOS catalog maintenance <32 -

The GCE s are a basis for implementing essential DOS
services 1n & uniform. application~host-independent meanner
Thus. even hosts which choose to support onlv a minimum
integration to Cronus can obtain essential DOS services remotelv
from GCE implementations. Because the DOS design will specify
the properties of GCE = and &lso the software components - 3
running on them 1t 1s possible to carefully customize and
contro! the performance  and reliability characteristics of the
DOS services which :un on GCE hardware. A configuration
consisting of the local network. some number of GCE s supporting

the essenti1al services represents the minimum useful DOS

<1i>» See DOS-Note 17. "A Generic Computing Eiement for the DOS

Advanced Development Model" /
<2>. A single GCE mey support several DOS services
simultaneously.

<3>. Perhaps the most i1mportant software component 1s the GCE

operating system., CMOS.

- 24 -
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instance.

Appliceation programs can be constructed above the GCE
hardware and operating system. & single GCE hest mav support DOS

services or user applications. but not both.

ha

.4 3 Standards Applicable to DOS Components:

The DOS design wxil uti1lize recognized standards i1n seversal!
kev sareas. these directly contribute to Both the coherence of the
DOS and interoperability with other computer svstems. The use of
recognized standards within the design and 1mplementation of the
DOS wil! extend the effective lifetime of the svstem and simplifyv
the substitution of alternate but compatible components The
standards which have been 1dentified as pertinent as of this time
are |

1 1P and TCP 1nternet protocol]l standards IP and TC? will

be used as a basis for Cronus 1nterprocess communication
within the DOS cluster

0

ARPA stendard gateway. The geatewav between the ADM
cluster and the ARPANET will be an LS1-1! based. ARPA
standard gateway. developed and supported by BBN

3. Ethernet. From the hosts’' point-of-view the locel ,
network in the Advanced Development Model will match the
Ethernet transceiver cable compat:ibility i1nterface <1>

<1>. As noted above, the DOS concepts will not depend upon any
local network ©properties wh:ch &are peculiar to the Ethernet,
Ethernet-compatible devices will. however. be easily added to the

26 _
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1EEE 796 bus. The GCE hardware selected for use i1n the
Advanced Development Model 1s based on the JEEE 796 bus
standard for circuit board i1nterconnection.

HDOLC and RE-232C. These communicetion standards wil] be
used to connect hosts and terminals. respectively.

to
GCE s within the cluster.

Standard programming language. A single programming
language will be emphasized., although the DOS concepts
are language 1ndependent. Initially the C progremming
language will] be used to.the maximum extent . :
Ultimately 1t 1s 1ntended thst the military standard
language Ada will be exploited to the greatest extent

practical Its use will be determined bv timelv

completion of activities outside of the scope of the DOZ
project

The UNIX Constituent Operating Svstem  The UNIX COS
provides an important base for many software development
tools used 1n the development of Cronus A well

integrated UNIX COS 1s seen as an enduring component of
DOS c¢lusters :

Other standards may be applicable to DOS components and eare

being considered for adoption bv the proiedt

Two areas 1n which

existing standards will probebly be adopted. rether than

developed by the project. are the format of electronic mal

messages and the i1nterface between GCE s &and mass

modules.

storage

Advanced Development Model.

.27 -
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2 4 4 Flexible Application Host Integration

When & new host 1s 1ntegrated 1nto a DOS cluster it will
assume one of several possible hos! roles The host roles wil:

occupy di1fferent points along the spectrum of i1ntegration cost
versus degree of adherence to the DOS unifving concepts System
administrators ere thus presented with & choice of 1ntegration
paths &nd can tailor host roles toc the needs of specific

applizations

Wnen a host 1s 1ntegrated with minimum effort. little more
than & communication path between the host and other ent:ities 1n
the DOS cluster will be present This host will be able to
obtain many DOS essential services through the communication
paih. but 1ts resourées may be unavailable to other DOS
processes Further effort must be devoted to assimilate the hos!
partirally or fullv 1nto the DOS object catalog. process model.
and reli1abi1li1ty mechanisms Another key i1ssue 1n 1ntegrating
Cronus communication 1nto a host 1s the relat:onship between
Cronus communication and anv exi1sting constituent opersasting
svstem Cronus 1s designed so that 1t can be e1ther an sdjunct
to an ex:sting COY i(integreted with a COS kernel or as

~application wide:! or serve as the base operating svstem for sbme

hardware components

As defined above, the access machine concept 1s closely
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related to the effort required for host integration Minime!
effort 1ntegration will most likely be achieved through the use
of access machines. .This host i1ntegration path will probably
result 1n lower thfoughput between the host and the network due
to the presence of the access machine. but mav be & desirable
approach on balance. For special purpose devices with limited
programmability. access machines may plav the dual role or.devxce

controller and DOS i1nterface.

The host role 1s decided anew for each host 1n & cluster
It 1s possible. for example. for two hosts which are phvsicalivy
the same type of machine and which run the same operating svstem

to be integrated to assume different roles

4 5 Comprehensive DOS Object Model

The DOS concepts revolve around a group of basic object
tvpes files. processes. hosts. users. and directories to name e
few of the more i1mportant. The DOS design attempts to trest all
of these tyres {and others) uniformly. in accord with an abstract
object model The abstract object model recognizes that an
object may be Aesngnated 1n a variety of wavs !

1. Universal ldentifier (UID). A UID 1s s fixed-length

bitstring. Every object in the abstract object model has
a unique UID. over the set of all objects 1n the cluster

..29...
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and the entire lifetime of the svstem A UID 1s alwavs
en acceptable designator for an object from anvwhere
within the DOS S

[

Svmbolic¢ Names People often use svmbolic object names
to designate DOS objects Svmbolic names can be context
dependent (for example. relative to a directory) or
context i1ndependent The symbolic name space 1s
hierarchically structured so that the logical grouping of
related objects 1s reflected in a similarity among their
context i1ndependent symbolic names An object need not
heve & svmbolic name.

S Address An address 1s & bitstring composed of &
sequence of address portions Users sometimes specify
address 1nformation to exercise control when referencing

objects but most often leave the handling of object
location to automatic svstem mechanisms

Normally. people will refer to objects using svmbolic names. and
programs will refer to objects using UlD ' s. addresses. and
svmbolic names The system will provide translation services.
the most important supported bv the object catalog. to translate

among the representations of object names

UlD s. addresses. and svmbolic names will be used 1n
different wavs within the DOS A UID 1s alwevs a sufficient
object name. even for objects which can.move from host to host
because 1t 1s completely context 1ndependent An address will
somet1mes represent the fastest access path to an object. because
1ts representation explicitly contains the routing i1nformation
needed to resach the de51ghated object | It 1s often used as &
hint to underlving svstem object &ccess software. Symbolic names

are most suitable for the user i1nterface
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A mechanism will] be developed for constructing new.
composite abstract types from previously defined tvpes This
will allow objects with rich semantics to be built from simpler
ob)ects. for example. & '‘reliable’ file could be essembled from
several primitive files on different hosts. containing redundant

copies of the same 1nformation

2 5 A Summary of the DOS Architecture

The commitment of the DOS design to support a wide range of
equipment configurations makes 1t difficult to give a concise
description of “the DOS”. The system will have widelv varving
charaéterlstncs for different DOS equipment confxgurgtlons. We
1dent1fy & few possible configurations to help clari1fyv the

bounderies of the design.

2.5 1 VLevel 1. A Minimal System

A minimal DOS svstem consists of the loca)l network. a small
_number of dedicated hosts supplving essential services (GCE s,
and a host 1ntegratiopn guide which explains how the owning agenJ&
can 1nteérate their own hosts 1nto tﬁe DOS environment .

Alternatively, the essential DOS services can often run on
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ex1sting hosts to reduce even futher i1nitial buv-1n costs

The minimal svstem supports the user registration and
authentication tunctions. and the essential services pertaining
to the object model and the cluster gatewavi(s:i It also supports
the basic svstem monxtorlng'and con{rol functions present 1n any
DOS 1nstance. By 1tself. 1t does not provide & user programming
environment & user 1nterface. or the uti]ities (eléctron:c mail .
text preparat:ion. etc. ) found in most general svstem

environments

2.5.2 Level 2. A Utili1ty System

A utility system consists of the minimal system. plus one or
more fullv-integrated. general-purpose hosts called utjlaity
hosts The utility system will be suitable for developing new
applicetions 1n the framework of the DOS. end will support the
utilities typical of a modern general system environment The
utility svstem will also support the maintenance of 1ts own .

software. and the software of the minimal svstem

~ 32 -
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2.5.3 Level 3. An Application System

An applicetion svstem consists of"; minimal svstem and some
number of applxcatxon.hosts workstations. and speciali-purpose
devices An application svstem may simultaneouslv be & utility
svstem. xf ut)llty.hosts are present i1n the cluster
Applications are generally developed 1n a utility svstem and
operate 1n an application svstem. Application systems.
therefore. need not be capable of supporting their own software
development. Application svstems are sometimes configured with
redundant components and operated in & high reliabi1lity mode.
Note that GCE's can be used for application programming. thus a
particularly simple application svstem could consist of just the

network. the GCE s required to provide essential services. and

some number of application GCE's

Figures two and three 1llustrate the components and the context
of the current system configuration for the Advanced Development

Model being assembled at BBN

33
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3 The DOS Functions and Underiyving Concepts
21 introducticn

Expected usage of the DOS can be divided 1nto five

categor:es

1. Applications.

2 Application development and maintenance
: Fvstem edministreation.
4 Svstem operation

[8 4]

Svstem development and maintenance
The system 1s i1ntended primarily to support end application
usage (1} However. to adequately support end applications 1t

must also support the other categories of use Therefore. 1t

should be possiblie for users working i1n each of these cases to

perform their responsibilites bv meens of the DOI The goal of
supporting these usage categor.es places requirements on the

functions the DOS must 1mplement. and on the tocls 1t must be

able to mccommodate This section discusses the DOS functions
The DOS syvstem provides functions 1n the following areas

- Svstem access The objective 1s to support flexible.
convenient access to the system from a variety of user /
access points. of varying cost. performsnce and levels of
integration

- Object management. The notion of a "DOS object” 1s central
to the user model for the DOS The DOS treets resources.
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such as files. ‘progrems and devices. as “objects” which 1t
manages. &and which users and appliication progrems mav
‘access. The objective of the object management mechanism
1s to provide users and application programs uniform means
for eccessing DOS oblects and provide an 1ntegreted mode;
for expending the svstem i1nto the application domain

Process management. Like the object abstraction. the
“process” abstraction 1s central to the user model of the
DOS In addition. 1t 1s useful as an organizing paradigm

for the 1nternal structure of the DOS. The objective of
the DOS process management mechanisms 15 to 1mpliement. the
"process’ notion 1n & way that enables processes to be used
both to support the execution of application programs for
users and 1nternally to i1mplement DOS functions

Authentication eaccess control. protection. and security
objective 1s to provide controlled access to DOS objects

Svmboli1c naming. DOS users will generally reference
objects and services symbolically. Svmbolic access to DOT
objects will be supported by means of & global svmbolic
name space for objects.

Interprocess communication. The objective of the
interprocess communication (IPC) facility 1s to support
communication among processes 1nternal to the DOS. and
among user and application level processes

User 1nterface. The user 1nterface functions provide human
users with uniform. convenient asccess tc the festures and
services supported by the DOS resources

Input and Output. The objective here 1s to provide
flexi1ble and convenient means for users and programs that
act on the behalf of users to make use of devices such as
printers, tape drives. etc.

Syster monitoring and control The purpose of the svstem
morit.ring and control functions 1s to provide a uniform

basis for operating and manue&lly controlling the svstem

The principal goal for the DOS 1n each of tnese functional f

e

areas 1s to support features that are comparable to those found

in modern., conventional, centralized operating sistems. such as
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Unix Multics. VMS. and TOPS-20-

The rest of this section discusses the functional areas
1dentif{l1ed above 1n terms of our objectives 1n each ares and
sketches some of the concepts and principles that underlie our

approaches for achieving the objectives

Each functional area 1s discussed 1n a separate section

However. 1t will become clear from the discussion that these

)

functions are not independent of one another These
interrelationships occur across functional! ereas asz well as
within them. For example. objects and processes are 1ntimately
interrelated 4 process 1s & tvpe of DOS object. and access to
DOS objects 1s supported bv interactions among processes.
Furthermore. internaliy tge system 1s structured to combine Jlower
level functions and capabilities i1n one or more areas 1nto higher
level! functions and capeabilities For example. the reletively

higher level notion of reliable imultiple copv) file objects 1s

implemented bv more basic (single copy) file objects

This internal “involuted” structure of the svstem 1s
important If the structure and i1nterrelationships are Aesxgned
well. 1mplementation can proceed in orderly and efficient stages
from the lower levels to the higher ones. Furthermore. the
resulting system implementation will exhibit 1nternal order.

making it easier to maintain and evolve 1n adapting to new
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requirements

3.2 Svstem Access

The objective 1n this area 1s to provide users with

flexible convenient access paths to the system

The svstem will support & number of different tvpes of

access points including

1 Terminal access computers (TACs) A TAC 15 & terminal

multiplexer connected directly to the DOS local ares
network It acts to 1nterface a number of user terminals

to the DOSZ The software that runs on a TAC 1s entirelv
"under the control of the DOS. User programs are not
permitted to run on a TAC computer.

A\

Dedicated workstation computers. A workstation 1s &
computer that 1s. at anvy given time. dedicated to a
single user Workstations will be connected to the DOS
local network. Workstation hosts have sufficient
processing and storage resources to support non-trivial
application programs. such as editors and compilers and
to operate sutonomously for long periods of time. A
workstation may sérve &s 1ts user ' s access point tc the
DOS. User programs mayv run on a workstation ’

3 The 1nternetwork. The DOS local network 1i1s connected to
the 1nternetwork by means of & gatewav computer which 1s
& host on the DOS local area network. Users remote from
the DOS cluster mav access the DOS through the
internetwork Remote terminal access :s accomplished by
means of a standard terminal handling protocol (TELNET)
which operates upon & lower level. reliable trensport
protocol (TCP).

Because of the distributed nature of the svstem. user

interaction with the DOS 1s supported by software that runs on
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one or more computers. This software includes two principal
modules One module is responsible for handling the user's
terminse!l Since this module will often run at or vervy "near"” the

user s access point. we shall call 1t as the "access point
agent’ The other principal user i1nterface module i1nteracts with

the user at a higher level to provide access to DOS resources 1n

response to various user commands We shall call this module the
‘user agent’. It 1s useful to think of the access point agent
and the user agent as processes These mgent processes i1nteract

with other components of the DOS &nd with each other bv means of
well defined i1nterfaces and protocols In addition. thev playv an

important role 1n i1nsuring the reliability of user sessions

The access point for a user session. in part. determines
where the access point agent and user agent processes run. For e
user wnose &<cess point 1s a TAC the access point agent runs on
the TAC and the user agent runs on & shared host The access
point ageﬁt for e user with a dedicated workstation runs on the
user s workstation computer. and the user &sgent mav run on the
workstation or 1t mav run on & shared host Users who access the
DOS through the internetwork are allocated user egents that run
on shared hosts. and the:r access point agents mavy run either on
the (pon-DOS) host used to access the DOS or on a host withid the

DOS cluster

e
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Some DOS hosts may provide support for terminals directiy
connected to them It wi)] be possible-for users to a;cess tne
DOS through such directly connected terminals These users w:]|
be treated much like users who access khe DOS through the
internetwork 1n the sense that the DOS will aliocate user agents

for them that run on shared hosts

The standard user xnterfage software (for users accessing
the DOS through TACs and the i1nternetwork! will be written tec
operate with CRT terminals that have cursor positioning
capabilities. 1n particulaer. this 1ncludes terminals that meet &
subset of ANS] standards X3.41-1974 and X3.64-1977. providing
cursor positioning and various other functions such as clear to
end of line. delete line 1nsert line. etc. More cap;ble
terminal devices (e.g . workstations with graphics displavs: can
emulate the standard terminal device to obtain & compatible user
interface and certein programs may teke advantage of these
addi1ti1onal capebilities. Ih addition. a means will exist for
users with other less capable terminal devices (e g . printing
terminals) tc access the svstem (e g . by using the TELNET -

Network Vituel Terminal or NVT as a lowest- common denominator

terminal device).
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3.3 Object Managememt

The DOS will support & wide--variety of objects. The

objective of the DOS object management mechanisms 1s to provide

access to DOS objects.

DOS object management will be based on the following

principles

- Every DOS object has a unique 1dentifier At the lowest
level within the svstem. access tc & DOS object can be
accomplished by specifving 1ts unique 1dentifier and the
desired access to an “"object manager’' process for the
object.

-~ The DOS will support a collection of transaction-based
object access protocols. These protocols will be type
dependent 1n the sense that there will be different access
protocols for different object types.

— Access to ob)ects wil]l be accomplished bv engaging 1n the
appropriate access protocol with an object manager process
for the object. The 1nteractions between the accessing
agent and the object manager will be accomplished by means
of i1nterprocess communication (See Section 3.7}

- Input output devices will be treated as DOS objects
Consequentlv. 1nput - -output devices will have object
manegers. and access to the devices will be accomplished by
means of 1nterprocess communication

- The DOS catalog (See Section 3.6) provides a means of &
binding svmbolic names to DOS objects The catalog
supports a lookup function (a svmbolic neme-to-unique 1d
mapping' which ensbles objects to be accessed svmbolically.

- The DOS will support a fixed set of basic object types
{such as “primitive” file. "“primitive” process, etc.)s In
addition. 1t will support more complex object types (such
as "multiple copy” file, "migratable” file. etc.) which
will be built upon the properties of the basic object
types. Our design objective at this time 1s to develop the

s 4
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framework for supporting more complex object t
than to try to specify the semantics of those

Files asre & particularly 1mportant tvpe of DOS
storage resources of dedicsted DOS hosts as well as
constituent hosts will be used to store DOS files

naming for DOS files will be 1mplemented by the DOS

Each host thet provides storage for DOS primitive files-wili

also support the object manager which implements the

protocol for primitive files.

3.4 Process Management

N

d Newman Inc

vpes rather
object tvpes

object The
certeain
Svmbolic

catalog

DOS access

As suggested above. the DOS will support the notion of &

"

proces

Processes will be used both by the implementation of

the DOS and to directly support user epplicetions For example.

there will be processes responsible for i1mplementing

the DOS

object catalog and for 1mplementing the DOS file svstem. In

order to support user processing activitv., there witll

be

processes that execute standard tools, such as text editors and

language processors. as well as specific command and

applications.

control

The objective of the DOS process structure mechanisms 1s

twofold.
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To support the process concepts required to 1mplement DOS
functions. for example. object management

To provide & basis upon which to develop means for users

to 1nitiate and control processing activity within the
DOS.

DOS process management will be based on the following

1ples.

A basic type of process (”“primitive” processes}) will be
implemented at a fairly low level. 1t will be bound to =
particular host. and 1t will bear no special relationships
or capablilt:es with respect to other primitive processes

Primitive processes are DO objects As such. they have
unitque 1denti1fiers and could be cataloged 1n the DOS
catalog (See JSection 3.6

More sophisticated process notions will be built upon the
primitive process notion For example. the notion of
hierarchical process structures. where processes are
related to one another according to the manner 1n which
thev were created. and where the reiationship between
processes determines the types of operations a process can
perform on other processes., wi]l be built upon the
primitive process notion Similarly. "migratable’
processes (processes that can move from one machine to
another) will be built upon primitive processes

The svstem will support the notion of “long lived”
processes A long lived process 1s one which the svstem
will take steps to ensure exi1sts over shut downs and
restarts of the system and of individual hosts Server
processes will frequently be long lived

Frocess 1.0 and interprocess communication will be handlied
1n an integrated fashion The notion of “primery” 1nput
and output streeams for a process will be supported. and 1t
will be possible to “li1nk” processes together by connecting
the 1nput stream of one process to the output stream of /
another. Among other things. this will make 1t possible
for one process to act as a fi1lter or translator for the
stream of data passing between two other processes.
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3.5 Authentication. Access Control. and Security

The objective of the DOS 1n this area 1s to provide for

controlled access to DOS objects. The purpose of the DO3 access

contro] mechanisms 1s

1 To prevent the unauthorized use of DOS objects For
example. 1t 1s important to ensure the privacy of

sensitive data by preventing unauthorized users from
accessing 1t.

< To ensure the integrity of DOS objects The objective
here 1s to control the wavs .n which various objects mav
be used

Convenient and flexible meéns should be available to users for

speci1fving the tvpes of access other users mav have to their

objects

The access control mechanisms will be designed to be strong
enough to protect the privacy and 1ntegrity of DOS objects
against accidental disclosure or misuse . and agalnst attacks by

malicious. but 1nexpert users It 15 extremely d:rfficult to

protect against attacks by dedicated expert users and 1t 1s not

&
a primary goal for the DOZ to be invulnerable to such attacks

There are two capabilities related to protection and

security that are not goals for the DOS

- Prevention of denial of service. Denial of .crvice occurs
when a user prevents or interferes with somcc..e else’'s use
of the system or parts of 1t. A simple example would be a
user who sei12es all the “job slots” on a timesharing svstem




Report No 5878 Sri- PBeraneir and Newman in:

by logging 1n many times. thereby preventing others from
accessing the system. Another example would be the
situation thet might occur 1f a user could run & program
that floods the Jocal area network with packets This
would prevenl other users from using the network  Although
the DOS will be able to prevent certain tvpes of denial of
service 1ncluding those just described. 1t 1s vervy
diffrcult. 1n general. to comprehensively prevent denial of

service

-~ Implementation of the military security model. The DOS
’ ,will not 1mplement multi-level security. The DOS would run
- - 1n a “svstem high” mode 1f 1t were used to process

classified data - The DOS access control mechanisms could
‘be used. however. as & support for the Need-To-Know
security model. just s&s access control 1n commercia.
single-host operating svstems 1s used for this purpose

Internally the DOS will be organized so that much of its

haf

operation 1s accomplished by means of processes. Many of these
internal DOS processes mav be thought of as agents which sct to
o cerry out user requests. The principal DOS access contro!
mechanism will be based on the i1dentitv of the egent attempting
tc access an iject, An i1mportant part of access control
procedures within the DOS will be to determine the i1dentity of

the accessing agent and the i1denti1ty of the user on whose °

euthority the agent 1s acting Consequently. reliable
authentication of users and processes wil! be an i1mportant ~
element of the DOS access control mechanisms

The DOS protection and security mechanisms will be based on

4
the following principles.

- Each DOS user will have his own unique 1dentity which 1s
understood across the entire DOS system.
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~ Users of the DOS will be required to login once per user
session In most cases access to DOS resources during &
session will not require additional "logins” that 1nvolve

"explicit user particapation

- User login will be accomplished 1n the conventional manner
by supplving & valid user login naeme and password

- User passwords that are stored within the svstem will be
protected by means of a one-way (}.e.. non-invertible)
transformation A password check will be performed by
first applving the transformation to the password suppiied
by & user and then comparing the result with the '
transformed password for the user that 1s stored by the .
system

— Attempts to access DOS resources will be subject to access
control checks prior to access

- Attempts to access DOS objects will be treated by the
system as being made on behaelf of some registered svstem
user. In order to enforce the appropriate access controls
the ob)ect managers for DOS resources must be able to
obtain the 1dentity of the registered user from the
accessing agent or to determine i1t from information
supplied by the accessing agent. )

- We assume the existence of & “security envelope” which
surrounds the DOS Jocal aree network and some of the Kkev
DOS components (see Figure 4) DOS components which are
within the security envelope mayv trust each other. and
processes outside of the security envelope are not abie to
masquerade. as trusted processes.

Figure 4 shows a possible relationships between hosts and
the security envelope A shered host (typically & multiple . -~
access application host) will participate 1n the DOS access
control mechanisms by means of augmentation to i1ts trusted
“monitor” or "supervisor’ processes. Generic Computing Elements,

which supply DOS essential services will be wholly contained

within the security envelope, 1.e.., untrusted applications are
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not permitted to directly alter the programs resident in svstem
GCE = Gateways attached to the cluster must 'protrude” through
the securi1tyv envelope. because thev connect the 1rus£ed local
network to the untrusted internet. at & minimum. gatewavs could
explicitly mark all traffic entering the cluster as “foreign”. in
a trustworthv manner Access machines may be used to connect
completely untrusted hosts to the cluster. In this case tﬂe
access machine would validate all i1nteractions between the
untrusted host and the DOS components inside the securitv
envelope. Workstat;ons attached to the DOS mayv either be fullv
trusted. and hence 1nside the boundary of the securityv envelope.
or partially trusted. A partiallyv trusted workstation is
presumed to contain some tamper-proof hardware.and sof tware
components that protect the DOS from anti-social behavior on the

part of the workstation.

3 6 Symbolic Neming

Naming :1s an 1mportant unifving concept for the DOZ The
means providad for naming objects 1S cne of the most i1mportant

factors determining how easv and convenient & svstem 1s to use

The DOS wil] 1mplement a global symbolic neme space for DOS

objects. This name space will have the following properties.

e
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— The symbolic name for an ob)ect will be i1ndependent of the
object s location within the DOS

- The symbolic name used to refer to ean ob)ect wil) be the
" same regardless of the location within the DOS that the
name 15 used
- Common svntactic conventions will apply to svmbolic names
for different types of objects (including files. devices.
server processes. etc )
The svmbolic name spesce wil] be i1mplemented by means of a

DOS catalog data base tor simply "catalog’) The ca{aiog will

implement a svmboilc name-to-object mapping for the DOS objects

7

11 catalog The catalog will not usually store the objects

themselves. but rather will store i1nformstion about the objects

Information about an object will be stored i1n a catalog entry for

the object This 1nforma{10n will be sufficient 16 allow . access
tc the object. In particular. the catalog will store the global
unique 1dentifirer for each object 1t catalogs along with anv
additional 1nformation required to locate the object within the
DOz in addi1tion. 1t mav also maintein certein ettributes of

objects 1t catalogs

While 1n some sense the catalog can be thought of as a

togically centralized data base. 1t will be impiemented 1n a

distributed fashion In particular. the catalog will be
dispersed among & number of DOS hosts and some parts of 1t mayv be
]

replicated It will be dispersed to ensure that the system 1s

scalable and that the catalog 1s reliable. While all of the
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tnformation 1n the catalog. even for verv large configurations.
might {1t on & single DOS host. 1t g;;ms unwise tc store :1{ on =&
singie ho;t in large configurations the lcad placed on that
host would likely represent & performance bottlieneck
Furthermore. the cataloging functions would be vulnerable to &

fairlure of that single host Parts of the catalog will be

replicated to ensure high availebility of criticel catealog date

The svmboli:z name space and 1ts supporting catalog will be

pased on the fcllowing principles

- The name space will be hierarchical The name space
hierarchy can be thought of as a tree with labeled
branches

o The leaves (terminal nodes) of the tree represent
cataioged objects.

o The svmbolic name for an object 1s the name of the path
from the root node of the tree to the node that
represents the object

o Non-terminal nodes of the tree represent collections of
catalog entries and are called "directories”

o Directories are DOS objects. and thev have names The
name of a directory 15 the name of the path from the
root tc the node that represents the directory Thus
the non-terminal nodes of the tree also represent
cataloged ¢directory) objects

~ A set of general operations for manipulating the catalog.
directories &and catalog entries. 1ndependent of the tvpes !/
of objects. will be provided .

- The catalog can be used to obtain information about an
object However, 1ssues associated with accessing the
ob)ect. such as access protocols and object representation.
are separate from the naming i1ssues that are addressed by
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the catalog.

The catelog data base will be organized to efficiently
impiement two types of lookup operations svmbolic name-
to-catalog entry. and unique 1d-to catelog entry. The
symbol1¢ name lookup operation 1s supported for human
users “Wildcard’ designators wij]l be supported. The
unique 1d lookup operation 1s supported for programs.

Operations which modify the catalog will be 1mplemented as
atomic transactions 1n order to maintein the i1ntegritv of
the catalog 1n the presence of concurrent activity and
possible failures of system components.

The catalog will have the abi1lity to maintain “linkages" to
cother neme spaces This 1s supported to permit name spaces
of constituent hosts to be (weakly!) 1ntegrated i1nto the DOZ
svmbol1¢ name space This wi1l]l be accomplishec by an
"externs] name space”’ object which can be catesloged like
anv other object. For example. 1t will be possible to
catalog the directory ‘usr rjones-‘memos on some Unix DOS
host as a DOS external name space object Coupled with
appropriate file access software on the Unix svstem. this
would permit & user to refer directlv to files 1n the
catalioged directory from the DOS name space

The catelog can be thought of as & (complex) DOS object

As mentioned above. directories within the catalog are DOT
objects Therefore. access to the catalog can be
controiied by the same mechanisms that control access to
otner DOS objects. This access control will help ensure
the privacy and i1ntegrity of 1nformation 1n the catealog
Access to the objects themselves are, of course. &also
subject to access controls.

The catalog 1s an 1mportant component of the DOZ It will

be used not only to support the cataloging requirements of DOS

but also to support the 1mplementation of parts of the

For example. as noted above 1n Section 3.3 the symbolic

naming requirements of the DOS file system wi1ll be supported by

the DOS catalog.

A
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Not all DOS objects will be cataloged 1n the catalog It
will be possible to access uncataloged-objectis “directlv bv

means of their unique 1ds

3 7 Interprocess Communication

The objective of the DOS interprocess communication ([PC)

facility 1s to support the communication requirements of the DOZ

Requirements can be :dentified at two levels

1. The syvstem 1mplementation level. The collection of
software modules that 1mplement the DOS execute as
processes on various DOS hosts. These processes must
interact to mplement the DOS. These 1nteractions are
supported by the interprocess communication facility

The user applicaetion level Some of the application
programs that execute i1n the DOS environment mav be
structured as distributed programs A distributed
program 1s one whose components may run as cooperating
processes on different hosts The. components of such a
distributed application program will need to communicate

The IPC facilities that are available at the application level

will be built upon the system level IPC facility.
) ™

The DOS 1nterprocess communication facility wil]l be based on
the following principles
" — The_ IPC mechanism will support & variety of communication

modes 1ncluding. datagrams and connections (1.e.., reliable.
sequenced. flow controlled data streams)

- It w1l] be built upon the standard DoD IP (internet). and
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TCP (transmission control) protocols This assumes that
the implementations of the DoD protocols that are used wil!
provide adequate performance {(low delay. high throughput:
l1{ they do not. 1t may be necessarv to build the ]PC
directiy on the local network (Ethernet) protocol

Interhost and i1ntrahost communication will be treated 1n s
uniform fashion at the 1nterface to the IPC facility That
1s. the same IPC operations used for communicating with
processes on different hosts will be used for communicating
with ones on the same host. Of course. to achieve the
efficiencies that are possible for local communication the
IPC implementation will treat i1nterhost communication
differently from local communication

The IPC fac1lity provides addressing by means of unique 1¢
Processes. having UID s are directly addressabie througi
the IPC

The IPC facility will suppbrt "generic” addressing. This
will permit processes to specifv 1nteractions with other
processes 1n functional terms

The IPC mechanism wil! provide means to directly utilize
some of the capabilities of the local network For
example. the Ethernetl supports efficient broadcast and
multicast The IPC will provide relatively direct access
to these capabilities by supporting broadcast and multicest
eddressing To achieve the design goal of component
substitution 1t 1s 1mportent for the DOS system to be as
independent as possible of the speci1fic characteristics of
the particular local network chosen for the ADM~

Therefore. care must be  taken to avoid building
dependencies on .the particular ADM network technology 1nto
Jower level DOS mechanisms. such as the IPC. In our .
opinion. this 1s not an i1ssue 1n the case of the brosdcast
and multicast fac:lities. since manv state-cf-the-art local
network technologies support sim:ilar capabilities. T

User Interface

The purpose of a user i1nterface to the DOS 1s to provide

human users with uniform. convenient access to the functions and
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services performed bv the DOS resources.

"The user interface 1s software that acts to accept i1nput
from a human user which 1t 1nterprets as commands to perform
various tasks and to direct output to the user which the user
interprets as the results of commands previously requested or as
unsolicited 1nformation from the system (or possibly other
users) As discussed 1n Section 3.2. 1t 15 sometimes useful to

think of the user 1nterface functions as being provided bv access

pornt agent! and user agent processes

“Uniform” and "convenient” are subjective characteristics
which are hard to quantify However . we can say 1n general terms
what we mean by these characteristics 1n the context of a DOS
user interface By uniform. we mean that the manner i1n which e
user requests access to various functions and resources should be
sxmllaf regardless of the particular DOS components that
rmplement them For example. the way a user instructs the DOS teo
run & program should be the seme (except for the name of the
program) regardless of where within the DOS parts of the program
will execute. By convenient. we mean that & user should not have
to pav undue attention to the deteils of the mechanics of
establishing access to DOS functions and resources For exampleg.

1in order to run an i1nteractive program. a user should not have to

explicitly establish a communication path with the host that wiil
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run the program Similarly. to delete a file a user should not
have to explicitly establish communication with & file menager on

the host thet stores the file and instruct 1t to delete the file

To be uniform and convenient does not mean that a user
interface must make the network or the distribution of the system
invisible to users. In manv situations users may want the
distribution to be transparent. and the user 1nterface should
operate 1n & wav that provides transparencyv. However there wi!}|
e situations where 1t will be 1mportan: for the distribution te
be visible to users. and for users to be able to exert control
over how the svstem deals with aspects of the distribution For
example to use the svstem to do their jobs. svstem operators and
maintainers will need to deal relatively directly with the
svstem s dxstrxbuted nature Furthermore. “"normal” users. from
time to time. mav want tc ccntro! whére programs run or files are

stored ™

One of the wavs the DOS wil] differ from most conventional
single host operating svstems 1s that trulyv parallel execution of -
user tasks will be possible It will be important that a user
interface for the DOS provide means to i1nitiete. monitor and

controﬁ'mult:ple concurrent tasks ' ’

The development of DOS user interface functions will be

based on the following principles. many of which are particulerly
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wel]l suited to 1nterective command and control environments

- Since manvy user requests cannot be performed directly by
the user 1nterface. the user i1nterface acts on the user s
behal! to i1nitiate activity by other DOS modules. The
nature of the 1nteractions with other DOS modules s
governed bv i1nternal DOS “"protocols” and i1nterface
conventions. and 1s accomplished by means of i1nterprocess
communiceation

- An 1mportant type of activity a user can i1nitiate 1s the
execution of a program. In this case. the user 1nterface
acts to 1nitiate execution of the program end to establish
a communication path between the user and the program In
addition. means are provided to permit & user to switch his
attention back and forth between the executing program and
the user i1nterface.

-~ The user interface will enable a user to 1nitiate and
control multiple simultaneous tasks. In particular. & user
mey have several application programs executing
concurrently

- Although the user i1nterface bears a unique relationship to
the rest of the DOS svstem. the underiving DOS svstem will
be organized so that much. 1f not all. of the user
interface functions can be written as application level
sof tware.

— There will be a varietv of user i1nterfesces esvairlable over
the j1fetime of the DOZ. The earliest ones will be
modified versions of existing COS user 1nterfaces. with the
later ones custom designed for the DO3 and or 1ts
particular applications

‘3.9 Input - Output

The term "input/output” is used here 1n & rather limited
sense to mean the process of getting deta :into and ou! of the DOS

cluster The objective of the DOS 1n this area 1s to provide

™
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flexible and convenient means for users and application programs !

tc make use of devices such &s printers. tape drives. etc |

To support 1.0 adequately in i1ts distributed environment the

< e p——

DOS should provide

1 The ebility to refer to devices svmbolically. For
example wusers should be able to obtain listings of files
by means of “print” er "list” commands which explicitiy

. or mmplicitly refer to s printer svmbolicalliv. i
Similarly. programs should be able to direct output to &
printer bv referring to 1t svmbolically ‘

o The abili1ty to distinguish among and to refer tc
phvsical devices in moderate and large configurations

there wi]l be more than one printer (or tape drive. etc:
These devices are likely to be located 1n different

areas It 1s critically 1mportant that the tape drive
from which a program reads 1S the one that holds the
right tepe. Similarlv. when & user requests a listing 1t
1s 1mportant for him to be able to control which printer
will print 1t so that the output 1s near his office
rather than 1/2 mile awav. Thus. one user's “printer”
will not necessarilv be the same as another s.
Furthermore. when & user accesses the DOS from &
di1fferent location then normal. he shouid be able to
rebind his “printer” to one of the printers that are near

him
The ob)ect paredigm developed above. which 1nvolves ob;ects.
object managers. and object access protocols. 1s almost
sufficrent to support DOS device 1 o© In eddition. the svstem -

will provide means for & user to “bind & particular symbolic

device name to & particular phvsical device.

4
In summary. DOS support for 1:0 will be built upon the

following principles
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- Input -output devices will be lreated as DOS objects As
such. thev wi1ll have unique 1ds and mayvy have svmbolic
names

- Ac¢cess to devices will be supported 1n the same wav access
te other DOS ob)ects 15 supported Access will] be
accomplished bv i1nteracting with an object (device) manager
in accordance with an approprieate object (device) access
protocols The 1nteractions will be supported bv means of
interprocess communication.

- The notion of device binding will be supported bv means of
the DOS catalog This will permit users to bind svmbolic

names to particular phvsical devices

~ Zome tyvpes of 1 o operations when suitably abstracted are

meantngful for files and for devices Sequential 1 o0 15 a
good example File-li1ke interfaces for device 1 o nave
been shown to be useful i1n & number of svstems The DOS

will support file—-like 1nterfiaces for certain 1 o devices

3 10 System Monitoring and Contro:

The purpose of the DOI svstem monitoring and control

fynctichs s to prov:ide & basls for svstem operations personnel
P

ety

to operate and comtrol the svstem.

The svstem monitoring and control functions will be built o

upon the following notions.

- Two tvpes of information will be gathered svstem status
information. and information about the occurrence of ’
exceptional events. Status i1nformation will be collected
on a pertrodic basis as & normal part of svstem operation
Information about exceptional events will be collected as
the events are detected

~ Status i1nformation and information about exceptional events
will be routed to an on-line display which system
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operations personnel can monitor

The detection cf certain exteptional events will trigger an
“alerting” mechanism to call the events to the attention of
operations personne!

It will be possible to i1selectivelvy) log the occurrence of
exceptional events 1n & event log data base

The DOS will support & svstem control protocol which will
make 1t possible for operations personnel to control the

svstem operation from & single point (e.g.. operator s
consoie) as a DOS user This protocol will provide means
to reinitielize the svstem ( warm” restart). to halt the

svstem. and to set paremeters within various DOS components
whicpn contro: aspects of the DOS operation

The status gathering facilities will be flexibie and
comprehensive enough to support performance monitoring
experiments

The monitoring and control svstem will be easi1lyv extensible
tc new resources added to the syvstem over 1ts lifetime
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4 System Integrity and Survivability

Users of modern day computing facilities have come toc
expect the i1ntegrity of their computing svstem and the data 1t
stores and manipulates for them despite occasional svstem
component failures The command and control environment 1n
particular requires the continuous availability of Kev
applications despite these failures To the extent that
applications and access to applications come to depend on DCS
svstem functions tc achieve goals of system uniformity thoess
functions must be reliable and continuously available Further.
the role of the DOS as the common software base extending
throughout the cluster makes 1t a convenient and cost-effective
place t(from & programming standpoint) to support generalized.

system wide mechanisms for building survivable applications

Bv avails ¥ we mean the fraction of scheduled up-time
during which a svstem 1s. 1n fact, able to detiver normsal
services to 1ts users Continuous availlability. then refers to

e
the abi1l:ty of the system to supply services without pause over
some relatively long period of time. The period 1s sufficientlv
long to present a significant chance of component fa:lure Thus
a system design which achieves continuous evailability must

employ some elements of fault-tolerant svstem design By

integrity we mean the coperation of the svstem 1n accordance with
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1ts specifications while 1t 1s available. despite failures from

time to time which may render the-system temporarily unavailable.

Maintaining svstem i1ntegrity 1s basically a matter of maintaining
the consistency of system and user state i1nformation ("stored
data”) The term survivability is virtuallvy svnonvmous with
“continuous availability”, although the emphasis 1s perhaps
different. “"survivability” suggesting the possxbllxty.o! violent

failure modes

A goal of high (but not continuous) availability i1mplies
attention to mechanisms for orderly svstem restarts. that will
preserve svstem 1ntegrity across system outages The restart
process may be partially manual. and mav 1nvolve relatively
lengthy 1ntegrity checks and svstem reconfiguration procedures
te g.. replacing & disk pack. restoring files from beckup tapes).
Continuous availability. in our terminology. refers to the
ability of the system to automatically reconfigure 1tself or to
retry failed operations. 1n order to maintain the normal
semantics of a given function 1n spite of failures. In a
continuously avgilable (1.e.. survivable) svstem. a failure
manifests 1tself only as & tolerable performance degradation

and-or i1nsi1gnificant loss of data or function 4

Our distinction between high and continuous &availability

can be 1llustrated by the following examples Operator 1nvoked
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reversal to a backup copv of & damaged file would constitute a
recovery messure suiteble for a goal of high aveilability. In
contrast. designing & function (e g suthentication service) so
that the svstem can automat:cally detect & host failure and
subsequently route regquests to an alternate source of the
tfunction would be a mecnhnanism for continuous evailability In
either case. the 1ntegrity of the svstem must be maintained

whenever svstem services are avallable

At a mininum. kev svstem functions and eapplications must
be highly available. and 1n many cases also continuouslvy
avallable Ideally. all svstem services would be continuously
avallable 1n the command and control environment However <cost
and performance criteria may dictate that high availability 1s
acceptable for some functions especially 1f the expected failure
rete 15 low Functions such &s asuthentication 1nit:iation of
user sessions and access control must be continuously available
fcr the system to operale‘at all. . Other functions te.g . access
to selected application data) may satisfsctorilv be provided on &
highly avei1lable basis. whereas still other functions (e g . date

collection for experimentation) need not be provided at all

unless &all svstem resources are opereting normally

All three aspects, 1ntegrity. high availability. and

continuous availability. play important roles i1n the overall

-
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effectiveness of the svstem for command &nd control environments.

and will be collectively referred to as svstem reliability

4 1 KRejiability Objectives

The reliesbility objective of an automated command and
control cluster 15 to provide relieble command and control

applications The role of the "svstem with respect to the

¥

reilability cf trnese applicat:ons :s tnreefold

- Ensure the correct’ operation of the svstem 1n the
presence of expected patterns of component failure and
subsequent restorations of service Included 1n this 1s
that the svstem does not. under & broad range of failures.
lose or corrupt data that 15 essential to either 1ts own

correct’ behavior or to the "correct” behavior of 1ts
supportec applications

~ Provide kev DOS svstem functi:ons and access to those
functrons 1n a manner which can survive & limited setl of
svstem fai1lures. and which 1s designed to support high
avallability

- Provide DOS based mechanisms accessible at the user

programming i1nterface which are useful for constructing
reliable applications

4 2 General Approach
¢

Feilure hendling 1n the DOS 1s based on first i1denti1fving
the set of failure modes over which the svstem 15 expected to

meintain i1ntegrity and be continuous!y available Qur epproach
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to svstem survivabirlity 1s through mak{pg esch o! the svstem
componénts thems2lves survivabie The 1des 1s that a coliectiorn
cf surviveble subsvstems will lead to survivable svstems with
the decomposition making the problem more manaceable and
promoting tailored solutions in different parts of the system
The definition of each major DOS svstem function 1ncludes the
integrity and survivability characteristics to be supported
should the expected faillures occur Based on the reltiability
properties of the specific¢ svstem functions other functions
using them can then be built which are 1mmune to the outages

handled by the abstract function

The 1ntegrity and consistencyv of svstem functions are
derived from the careful ordering and svnchronization of the
parts of the individua. end paraslle: operations. and the grouping
of reiated parts 1nmio atomic operatians that have cocrdinated
outcomes DOS functional survivab:li1tv aiwavs derives from
redundancy of one form or another ei1ther 1n prccessing elements
and executable programs or i1n data. or 1n time ioperation
retries) Making the data accepted for storege bv the svstem
resi1li1ent tc component and storage media fziiures 1n the sense

that data 1s not lost despite these failures 1s one special casefl

of the general redundancy concept

The DOS architecture calls for hardware redundancy to
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support all survivable functions The approach 1s to at mim

-provide a homogeneous processing base for anv particular

survivakle function. as & means of simplifving the 1ssues of
fideli1tyv and coordination betweeﬁ the redundant elements In
many cases. bv building software which 1s portable across &
veriety of host architectures and syvstems, we can even use a
heterogeneous processing base to achieve needed redundancy
role of the DOS software 1s to support the repliceation of
~rivicai coae and data. to control the detection of failures
to i1nduce recovery procedures In some cases multiple redun
servers will be supported to share the processing load 1n the
absence of fairlures. as well as to provide continued service
dur.ng failures In other cases restart from & prior consis

checkpointed state represents a powerful base on which to bu:

4 % Zfpecific Approach

We expect the kev functions of the the DOS to be able to

reccver from the fellowing tyvpes of failures

inc

mum

The

and

dant

tent

1d

- Single host outage at arbitrarv time without loss of non-
volatile memory This comes 1n two forms trensient. 1n
which the host 1s restarted within minutes. and long lerm

{hours at minimum) during which the host 1s effectively
longer available Transi1ent failures of this sort are
expected frequently (a few times per dav for large
configurations) while long term failure 1s relatively
infrequent (a few times per month)

no
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- Si1ngle host outage at arbitrary time with additional loss
-of long term non-volatiie memory (e g. disk crash: These
fei1lures are alwavs i.ong term. end occur i1nfrequently (a

few times per vear!

- (perator controlled forced host shutdown. with ample
warn:ng for proper shutdown preparation te.g. down for
emergency or preventive malintenance) Thi1s occurs
relatively frequentiv (a few times per week)

- Transient pair wise communication failures. This 1s,
predominantly a temporary failure. with the expectation
that subsequent retries over a sufficiently long i1nterval
will succeed Thi1s condition frequently occurs due to
temporary congestion. random noise. hardware and software
interfaces not designed fcor worst case timing conditions.
etc

~ Single host temporarily loses communication with the rest
of the svstem but continues to operate This 1s the long
term version of the pair wise transient communication
fei1lure pattern. across all pairs for th:s host It occurs
relatively 1nfrequently and can be ‘the result of e
maifunctioning network i1nterface This single host
1sclation represents the most likelv pattern of network
pertitioning which 1s anticipated using & single local
communication bus architecture As we expand the
communicetion architecture to include multiple local
networks anc 1nter-cluster activity we expand and make more
cempiex the ji1kely failure patterns

- Anyv fatriures that can be made to look }i1ke one of the
apove

In general. handling failures 1nvolves techniques for
failure detection. reconstitution of remaining components 1nto a
working system. and subsequent reintegration of temporeriliy
tarled components back 1nto the operational syvstem after they are
repalired The techniques selected to detect and recover from !

these feilures will vary depending on the expected duration and

relative frequency of the failure  Mechanisms selected to handle
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infrequent events can usually be-of limited performance. and
ynclude manual procedures Mechanisms for frequently occurring

even'!s must asisc take i1nto account the performance

characteristics of the solutions adopted

The following techniques have been well studied and are
suitable for supporting various aspects of system reliability 1n
the DOS <1

- Redundancy of program file &and processing elements as
sources of alternate s1te service

- Atomic operations and 1solation of partisi results to
ensure the consistency of function and data.

- Stable stofage and gusranteed permanence of effect to
ensure that data and decisions once accepted bv the
svstem. wil]l] not be lost

- Checkpoint and restart to suppert backward error recovery

- Timeouts to recogntze faliure conditions and 1nitiate
recovery activities. :

- Status probes and status reporting to ensure current
operability

In addition. the GCE concept of i1nterchangeable parts is viewed
s a manual approech toward easiliy reconfiguring components for
continued support of 1mportant svstem functions bv using parts
from less important functions utilizing a common hardware base

4

It also serves to reduce the i1nventoryv of spare parts necessary

<1> "Distributed Operating Svstem Design Study Final Report”

BBN Report No 4671. May 1981.
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to achieve @ satisfactory level of backup relijability

The following problems are not being addressed dur:ing the

current effort except as & secondaryv consideration.

Complete. extended communication outage within cluster

Arbitrary and general partitioning within the iocal
cluster.

- Loss of global (internetwork) communication services

Handling these problems mav be i1mportant to the command and

contrcl environment However we bejileve that addressing the:r

solution remains for future consideration
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5 Scelability

The objective 1n this area 1s a svstem architecture and
design that 1s cost-effectively sca}able over user population
si1zes ranging from small configurations (e.g.. tens of users) to
large configurations te g hundreds of users} The aim 1s to
attein uniform functional &nd performance charascteristics over
reasonasbly scaled versions of the svstem bv edding asdditional
hardwere and software cepacity without introducing excessive
escalation of per user cost and performance or requiring redesign

of the svstem structure

5 1 Genera. Approach

The scalability of a computer svstem 1s dependent on manv
capacity and performance faclors ranging from hardware component
interconnect structures to high level software resources
fabricated through systems programming Due to the off-the—shelf
nature of manv of the primitive svstem components being used and
the generalized nature of the eventual applications. efforts to
achieve svstem scalability must necessarily be focussed on the

scalability of the svstem functions supported by the DOS. ¢

In general. system scalability and support for system growth

can be somewhat different things Scalability 1s often

- 70 -
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achievable bv procuring “larger units for lerger configurstions.
whereas growth 1s often associated W!;; "additional” units over s
period of time Clearly. addressing the growth 1ssues can. 1n
manv wavs subsume the scalability 1ssues One of the major
attractions of & distributed architecture 1s that 1t can
potentially support growth bevond the limits of conventional
svstems and hence can attack large scale svstem scalability fr;m
a growth standpoint Additionally we believe 1t s opergtlona]fy
and icgisticaliv more attractive 12 support scalabirlity needs
from an xﬁcremental growth viewpoint i1n order to }limit the number

of distinct .parts and limit the effects of losing & single unit

Qur syvstem concept for meeting scalability objectives reljes on
five maipn points supporting svstem growth
: Adoption of an inexpensive communtcation architecture

which makes :t simple to i1nclude additional processing
elements

-

[

Selection of modulear tnexpensive DO hardware so thsat
DOS processing elements can be added 1n smali increments i
as needed without grossly 1mpacting toial cost of the H
svstem. —

Careful attention to the potential si:e estimates for =&
maximum conf:guration to ensure that software structures
can be made large enough (e g &address fields) and that.
where appropriete their 1mpiementalion 1s partitionable
across mu.tiple i1nsteances of the [Juanction which share the
processing &and dates load

[

4 Avoidence of so-called N squared solutions which rcquire
each element to i1nteract with every other element While
these approaches are usually acceptable for smaller
configurations. thev often break down for larger ones
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5 Select application svstems for inclus:ion 1n the
demonstration configuration which themselves scale
through & range of si1zes

5.2 Specific Approach

The selection cf & bus communication architecture and
Ethernet 1n particular 1s 1n large measure based on providing &
simpie underiving basis for svstem scaiability The bus
architecture provides a simplified means for supporting a
hardware pase 1n which every processing unit cen & priori
communiceate edual)y well with every othner processing unit without
regard-for routing processor placement. and other such 1ssues
In addition. Ethernet can phvsicallyv support largg numbers of
processinz units which can be added regularly or removed. and can
aiso inexpensively support smali configurations An 1mportant

non-goai a! this stage of the project 15 the scaelability of the

“

network commuhication medium 1tself Future work in thi1s ares
could be based on adding en additional Ethermnet link to each
processing element telsc & reliability measure) or on complete

network substitution

Low cost 1ncremente] expansion also motivates the selection
of the M68000-based GCE. whi:ch will be used as a building blbek
for many DOS functions. As with other multiprogrammed hosts. a

GCE can multiplex & number of DOS functional elements when used
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in smali configurations. and make use of dedicated function units
optimized and configured fcr tne specz;;c function 1n isrger or
h}gher pe;formance configurations The'abxlxty to scale up or
down &al!sc plaved s role 1n sejecting applicat:on hosts for the
initial demonstretion environment Both the UNIX and VM3
subsvstems are supported on & range of hardware bases both larger
and smaller thasn those for the current configurgtion The

current testbed configuraeticn i1ncludes a number of different UN[JX

svstems of varving size and capacity

Supporting system software scalability i1mpiies ensuring
adequate or adequately expandabie address fields table sizes

etc ‘to meet anticipated needs of target configuretion sizes .

aisc 1mplies inciuding growih as & factor during the design cf
the 1mplementation of DOS svstem functions Trnere are two
distinct aspects of a distiributea impiementaticn of & g.iven
function One aspect 1s concerned with recundancy as descritec
1n the previous section The other 1s concerned with
partitioning and load sharing of responsxbxl:ty for & function tc
provide suprort for a larger client base It 1s generally easier

to build a self-contained implementation of & function than 1t

]

1s to develop a partitioned impiementsation. s:nce there are fewe?
error recovery considerations &and fewer resource management

considerations However. to meet our scalabiliiv objectives,

some functions mav require & partitioned design for supporting

“dv,
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large configurations. although they mav also be run unpart:tioned
during 1nitial development and for. small configurations The
enalvsis cf.the need for s partitioned implementation will be
done cocver the svstem lifetime as functions are designed. on a

function by function basis In many areas we expect the

functional units to be self-reconfiguring automaticaellyv using

whatever resources are currently &ava)lable However . some. forms
of svstem expansicn will occur infrequent!y enough to allow
inclusion of off-11ne manua, approaches toc some scalability
problems
.
’
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¢ Global Resource Management

in manyv c<omputllng environments anc most especielly &
command and contrci env:ironmen: the administering organi:zation
needs some degree of control over the wavs 1n which system
resources are allocated to tasks to meet their processing
demands This control 1s frequently provided by the abilityv to
designate some tasks as more i1mportant than other cémpetxng

tasks &and in the ability to effect automated resource managemen?
deci1sions 1n &n attemp'! to 1mprove some meesure of svstem
performarnce Thes< functions are often referred to &s "'priority
service’ ancd ‘performance tuning’ respectively Most computer
svstems provide some faclilties 1n these areas and many provide
rather elsborate facilities which more than adequately address

command and controi nee«ds within a single processing node The

ca! in this area 1

ey

0y

to provide support for sustaining these
elements of svstem control 1n areas that transcend & single

processing node

€.1 Objective

The objective 1n the area of glotel resource managemen! 1s

to augment the rescurce management facilities already present on
individual svstems w:th simple additional mechanisms for

supporting verious policies of administrative control of

&

oo
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sutomated distributed resource management decisions The
emphasis 15 on methods for ensuring the prompt complet:on of
important processing tasks and on the distribution of process

ing

load acrcss redundant resources

6.2 General Approach

Globai resource management 1n & communications oriented

environment s an area where the vsiem wide ramifications of

7

emploving such techniques are not completely known

The focus of our effor*t 1s on those

aspects of global svstem vontrol directlyv related to the
distributed nature of the processing environment in
particular. the DOS will focus on the coordination of the
priority handling of all parts cf &anv single distributed
computation and on the selecticon procedures for choosing among
rerlicated. redundant resources present 1n the DOS cluster. DOS

global resource management control will be applied initially on

TA.
large

yn

grain decisions (e g 1nitlation of a sessicrn. opening & fi1le.
1ni1tiating a program) 1n an effort to simpitfy the syvstem and
l1mit the communication and processing overhead that would bl
required for finer—grained gliobal decision making We do not

anticipate the necessity for reevaluating these resource

I
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management decisions at finér grea:ns as & potential source of
further optimization The svystem concept 1s that adequate
administrative contrel will be achievable ty controlling the set
of tasks which may be competing for resources tload limitation).
and by controlling the pattern of use of specific 1nstances of
the resource which they will be competing for This 1s to be
accomplished by providing means for edminmistratively ]met;ng
the offered load and i1nfluencing both the resource selection
procedures twhere & selection 1s possibler and the sequencing cf
the use of the resource after selection using priority The
insertion of DOS control points for limiting load. effecixng
global binding decisions end controlling order of service are &

sufficient sel to carry out administretive policy

(o))
Ll
e

pecifrc Approach

The DOZ system model 1s based on active user agents
{processes ) which access & wide varietv of abstract resource
tvpes. some >f which are directly associated with phyvsical
resources (e g.. a VAX processor). and others of which maev have
distributed implementations built out of ccmposite non- ,
distributed objects. All of the resource tvpes have some form of

type dependent resource management software associated with them

The following three points are important to our globail resource
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management concepts

Everv resource ~quest has a “priority” attraibute
assocrated with .t which 15 derived from the initieting
sgent Although the resource management discipline wil}
be different for different types of objects. the inten:
of the priority attribute 1s to provide an object type
dependent form of preferential access relative to the use
of the resource Users could have & range of
administrativejv set priorities avallable for their use
The current praiority of & request initiator will
determine now the tesk competes with other active tesks
Low priori*s tasks coculd be suspended or prevented from
gensrat:ing anv additionel resource requests 1 the
vitem resources rises too high

offered |sad orn =

Automzted DO gickal resource m ement dec:sicn

o

a w
be made predominantly when an age accesses al. objec
which hes multipie 1nstances (e ¢ . multiple processors
sbi;e to execute the same code. multiple 1nstances of &
file etc The algorithms for making the selection
w:ll bte controllable bv the manager of the object

Svstem operators will be able to set policy paremeters
which control the mechanisms which managers use to
distribute their processing loed Algorithms for }oad
¢iztribution could make use of object attributes recent
ioed conditions. previous selection first te respond tc
troadiast etc

Liag
ent

We are assuming sdequate netwerk trsnsmission ceapacity
wnen smoothed over reasocnably shert time frames (1 € no

centinual network overloed) This assumpticon. which
seems to be substantiated by early aveallable local
network operaticnel experience t(albeit not 1n e commend
and control environment) makes resource management of the
network bandwidth generallvy unnecessary at this time i

scaled loed projections indicate potentiai long term
overlosd situestions our epproach for the Ethernet will
be to sttempt to deveicp iechniques for detecting end
limiting the effects of this situation While to date 1t
has bteen unnecessarv to develop such techniques. &
rromising approach might te to attempt to establish &
dvnemic¢ network ti,ansmission pricrily level. forcing
temporary deferrai cf date transfers below thi1s priority
ievel and providing & means for raising the current
jev2]l unt1l the overload subsides
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Using these mechanisms. controlling the processing activities of

the DOS cluster becomes & policy 1ssue of selecting appropriate

anyadiiios =t

priorities and parameters to maximize the abili1ty ¢f the svstem

A tc meet specific information processing objectives
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Substitutability of Syvstem Components

Over the course of time and especially when deploved 1n
the need to

environments. we anticipate

ncn-taboratorv operating
substitute alternative hardware and operating svstem components

which are more appropriate for their environment than those

It 1s desirable tc

selected for the 1nitiel ADM config-iration

to match the svstem

be able to aslter components in order
character:sti1zs tc the need: cof cperational environments anc
:ncfuding cheang:ng svailabil, e

svstem eveolution

of components The &bi1lity to perform

snd cost-effectiveness
appropriete substitutions of components i1n the DOS svstem 1s
the DOS svstem and to

expected to expand the applicability of

lengthen 1ts useful lifetime

T 1 UVbjyeclive

The objective an this aree 1s to design the svstem so as to

max:m:ize the pctentisl] substitution 1n the
vstem components which are

0

architecture at & later time
candidates for substitution are the [ocel ares network. the GCE
configuretions the application hosts. and operating svstems,and
the gatewayv in edd:tiron mejor softwere components (e s
implementstions like TCP) must be

staendard network protoccl
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ess1lv replaceable without altering the overall svstem structure
should thev prove deficient or 1f betler protocols evojve

Easi1lv repleceable system components 1s a goal thet 135 carr:ed urp

all the wav to the eventual application which populeate the DOS

T 2 Approach Use of Abstract Interfaces

The 1nten: o component substitutich 1§ tc repiace &

functioning un:t with anotrner cne capat.e of performing dasica:ly
s1milar operations. but with other preoperties which meke 1t more
attractive or approprtate than the criginel For exampile
substituting & fiber optic communicetion network for & coax:ia.

e network might make sense {or a command and contro:

153}

cab

¢

envircnment ccnzerned with portabiiiiv or ejectromagnet . ¢

itation wr:le the bas:i? rommun:iZet10n properties of the t(w:

~
[+
&Y

svstems are equlvaieni as

....
o
1
(
b
e
'y
v

DC

)
0

concerned

environmental considerations might motivat the substitution

4]

Similarly most computer <vstems can be made (. perform & w:ide
range of teasks However some are judged better than others for
certaln applicet:ons and hence would motivate the seiection of
different application hosts to suit the needs c! particular

command and control appiiceations In the software area

particular algorithms or approaches selected during system design
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are likelv to prove deficient. and wi1ll need replacement . based

on actus! use. with & minimum disruption

Our approach for supporting component substituteb:lity ;s
to define and use appropriate abstractions of the substitutable
components as the entity 1ncorporated i1nto the DOS. The abstract
interfaces are based on common properties of a class of
interchangeable components not on specifi1c capabilities of a
single component Excep!t under special circumstances. . unique
properties ana pecullarities of the hardware selected for the ADM
wil]l be avoided 1n the definition of abstract i1nterfaces. anc

where used will be 1solated 1n the code supporting the

abstraction to faci1litate emutetions within other components
P

Two additicnal 1mplications fall out of this policy We
must expect to lose some efficiency of i1mplementation. since we
mav need to avold features that have been built 1nto scme
components explicitliy to sclve problems which we mav encounter
We expect this effect to be small The second side effect of the
abstract i1nterface should be 1ncreessed productivity during the
development of the DOS. since an abstrac! interface 1s easier tc
understand and work with This 1s in effect. the argument used
for higher-level programming languag:s and standards of all,

kinds The adoption of standards of var:ous kinds. &s mentioned

eerlier. also enhances component subst:tutability by providing

- 82 -
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abstractions which are alr

interfaces

The asttractiveness
to the design and decompos
applications The Cronus
convenient replacement and

the abstract obiects which

eady 1ncorporated into manyv product

of using abstract 1nterfaces extends
ttion of both the DOS &and 1ts

svstem concept 1s oriented toward
evolution of the components managing

the svstem maintains

T 3 Approach Ipecific interface Plans

Th:s section prese
which we plan to employv
believe 1t captures the ma

nardware substitutabiiityv

s

The ini1tiai versio
standard s a communicet)
switch between opticel fib

the Ethernet as mayv prove

avallability basis More 1mportant!y our abstract network
interface wi1ll avoid using features of the Ethernet protocc! 14
which are not common to local network technologw We expect to

use only packet transfer,

developing the network abs

nts a number of standard 1nterfacesx
While this J1st 1s not exhaustive we
jor 1nterfaces on which the success of

w:li most depenc

n of tne DOZ 15 using the Ethernet

on subsvstem We expect to be able to

er and coaxiel cable :mplementations of

desi1rable based on & cecst and

broadcast. and possibly multicast 1n

traction In addition. we expect to
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use [P datagram service as the lowest level IPC abstraction

This enhances our independence of the underlving network. and
makes 1t easier to later subst:tute alternate communication
subsvstems which can support the ebstraction such as the
Flexible Intraconnect There has been recent validation of this
aspect of substitutability when Cronus was easily transported to

a pronet ring local arees network system

The GCEZ : rerresent the 1mplementation base for & number of
rmpertant DOS functions It 15 therefore criticel that we
address tne i13:sue of substitutability for the GCE = GCE
subst:tution has two aspects one 1s the abilityv tc substitute

another machine for the present GCE the second 1s the abilitv tc

substitute for parts of the GCE

We plen tc address the first problem the ab:litv te switch
GCE s at some future date Dbv programming 1n common nigh level
languages to the greatest extent possible We are focussing on
two languages C and Ada C s & languege developed as part of
the UNIYM svstem with the gca! of being portable to & variety of

machines It has largelv met that coal &lthough 1t requires

careful attention to coding stvle t3> assure the portabilityv of

pfograms written 1n C <1~ Hoviever there is the possxbxlxt% of
<1l> The choice of C was dictated by 1ts 1mmediate availability
and the software support already available for C on the GCE
processor. a Motorola 68000 The portability goal hes been amply

demonstrated during the i1nitial phases of svstem construction in




—vaatny

n
(13
pe)
(o]
=
7.
cC
[(N1]
o
-1
A
[3 4]
[»]
-
esd
n
k)
w
3
«®

b and Newmar n-
a better choice. Ada. being available i1n the future Since Adsa
1s & DOD standard languege 1ts availlability on a varietyv of

processors relevant to command and control! environments 1s
assured Tce date there has been no development using Ada. since

support for this language has been slow toc migrete into

operational environments

Substitutability within the GCE 15 eslso a matter of concern
and attention We are buiriding tne GCE strictly out of off-the~
shel!{ compornents us:ing pusiished ana emerzing standards to
minlmize our commltment tc¢ anv particuiar pesr. of the GCE For

instance. the GCE uses a Multibus bus

o

nd backplane. which 1s
supplied by & varietv of venders 1n a wide range of cepacities
The prccessor board 1s currentlyv & des:gn developed by Stanford

and licensed tc at least four manufacturers who are producing

1

compatible bcards Revisions cof thrs boerd fcocrm ine Sasis for
the SUN Workstetion product line With on!v zzitware changes

the type of processcr board can eazily be <h

fel}
ol
L}
Y
Q
n
o)
[
T
—
r
d
it
o

ere probablyv more different processor boercs aveilable for the
Multibus then for any other computer bus Tne use of the

Multibus al.o assures easv substituticn of memory. Ethernet

o
-
"

Controller. device interface components and 1ncreases the

/
having a single source copy of most <(ronus system components
which can be compiled and run for anv of the VAX (UNIX or VMS)
M68000 {UNTX. GCE. SUN Workstation!. or c70 (UNIY)

architectures
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Likelihood of meeting as yet unidentified needs for hardware
interfacing with off-the-shelf components. due to the popularity

of the bus

Our abi1lity to do general substitutions for applxcatloﬁ
hosts 1s based on our attempts to use portable languages. &
network (Ethernet:i which will soon heave i1nterfaces avaliable for
a wide range of computer svstems and the cencept of & DOS access
machine Use of portable lenguages 1n the DOZ means that we will

i€ able 1o move software from one DOS host tc another The U

o

of an access machine as & means of connecting an appliceaetion host
to the DOS 1s intended specifically to minimize the effort of
host substitution by maximiz:ing the retained software 1in the
access machine GCE Precisely which DOS functions can be handied

within the access machine GCE without i1ncurring & simitariy

compiey 1nteractiaon with the host s vet to be determined
Finallv a most iike:v substitution to be made dur:ing the
course of ocur effort 1s & substitute for the ARPANET gatewav We

heve adopted the use of an LSI-11 as the getewav tc be ebie tc
use standard off-the~shelf ARPA 1nternet gatewavs A successor
to the LSI~11 gatewav 1s being developed as part of ancther BB\
project One aspect of our attempt to keep 1n step with l?ternet
community actaivities 1s an anticipaled changeover to a new

gatewav when 1t becomes appropriate tc do so
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8 Operstion and Maintenance

]t 15 desirable for the design of anv computer svstiem to
!acxlltate'the operation and maintenance of the system in our
opinion this 1s one of the areas that has not vet received
adequate attention. predominately because few extensivey
distributed svstems have reached operational status Distributed
svstems and espec1ally svstems )ncorﬁoratxng many heterogenecus
parts are far meore complex than their centrelized heomogeneocus
counterparts houtine chores such as &dding new componern:: 't
the configuration coordinasting new releases of svstem soltware
yetecting malfunctions and measuring current svstem perfcrmances
become much mere complex 10 a distributed svstem environment
The natural tendencv to hendle escn component separately has
shortcomings 1n the effort reguired and the sophistication needec

to correcil!y compiele simpie meon.toerin
v

[}

an< maintenancs
activities The reason for citing cperaticon and maintenance as &
goal 1s our bel:ef that the success of the distributed svstenm
concept 1n Air Force command and contrel envxr&nments will tc
some extent be dependent on the mensgement of the routine

g

housekeeping and tuning chores mssociraled with any computer

svstem

[

The objective 1n this area 15 tc simp.:fv the ocperation and

maintenance procedures for the syvstem sc thet these tasks are
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manageable by personnel other than svstem programmers

Simplified procedures do not necessarily mean automated

procedures (elthough many such functions. including those

mentioned earlier while discussing svstem control and monitoring

will be automated). nor will they necessari1ly be as simple as 1n

current computer systems (the environment 1s quite a bit more

complex) .

t th:s time ocur approach tc opera':ons and ma:ntenance

a»

foilowing erement
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v
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e

- The monitoring ana contrel functions designated as part of

the svstem coherence objective address a number of asutomseted

cperations 1ssues &nd serve &s & base of operations

support
-  The DOS wil: prov.de a number of other mechanisms (e g
ag:s*ributed fi1je svitenw software tools) which can serve as

a uzeful founaation for aeveloping simplified meintenance
and operations procedures throughout the svstem

- 43 pert of the test and evaluat:ion phase. we wil]l opers

6tle
and maintain the svstem and are ourselves self{-motivated
tewara simplified operating procedures
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9 Test and Evaluation

One of the important aspects of 1ntroducing new svstem
concepts or approaches 1s the need to answer the guestion of how
successful thev have been in meeting their objectives The test
and evaluation aspects of our project are i1ntended to provide
these answers Test and evaluation needs to be more than an
after-the-fect sctivity and can be a positive factor in driving

the z2e¢si1gn and the 1mplementation Our generai approsch tc

1

m test and evajuation 5§ 10 use svstem components and the

u
U
m

svstem as parts of the implementation become available Parts cf
the svstem architecture are hiersrchial (especiallyv the
communiceation mspects:! and we are using tand evaluating) these

immediately 1n the implementaticn of high levels = Much of

e
o
]
Pos
h

T
n
-

/s

stem cdesign 1s formuliated bv empioving & basic svstem mode.

R
« 43302

tous functions the svstem provides

{

-
o
b

tnvoi v ana &ctusl use ¢f

2\
a

te validation of the concept

m

a4
[«
[0

the scftware supporting those concep!s on muit:ple mechine
architecturesx We have experienced and expect the cont:nued nee=-
for r61mp)emeﬁta1xon of selected components which prove to be
ei1ther func i1onally or performance !:mited hases on e5r;v use

Qur approach of intermixing design and 1aplemnentetion aiiow thesy
components to be more easily pinpointed and corrected earlier in

the development cycle.
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are also focusing 1ni1ti1al end user emphasis on the

system developers using the svstem i1n the normel course of the:r

work In t
minimized

be rapidly

his way. the feedback path from user to developer s

Desi1gn decisions which cause great

difficulties wil}

exposed and revised. The svstem developers are also

likely to be more tolerant than other users of small “rough

edges’ wh1
eariier. be
1S tha® the
svstem are
I manv ceas
utilitvy an
limited to
suppeorting

facilities

The sv

¢h means that thev can begin to use

the syvstem

fore 1t 1s completelv finished. A consequence of this

1ni1tiral services 1ntegrated and developed for the

oriented toward the needs of the svstem deveiopers

es (e g program ma:ntenance) these services have

other environments In those cases

svstem developers. thev do form the

where uti1ii1ty s

foundation of

the enhancement of the DOS svstem through 1t own

stem developers are f{urther testinyg

the svstem design

through the 1mplementation ¢of some svstem services. such 8s file

archiving and other commands as client leve! programs The

impiementation of these services tests the ability of the DOS to

support suc

the softwar

The ex

substitute

h svstem functions without further modifications of

e within the DOY

periences of the system developers.

for those of aepplication programmers

4

however . are no

Application
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programmers cen be expected to make demandz upon the completeness
and asccuracy of the documentalion. for example. and to exercise
the svstem 1n wavs tnat were not anticipated. or neot often used.
bv the developers Because spplicaticn programmers will lack
in-depth knowledge of the DOS implementation strategies. their

reactions will be an i1mportant test of the user-level conceptual

models defined !n the user manuals Due to limited time and
effor: onlvy small-scaie exampies can be constructed exclusive:vw
for svstem eveluatllcn purposes
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gﬁp We are also focusing 1mitial end}user emphasis on the

system developers using the svstem 1n the normal course of thear

Y

work. In this way. the feedback path from user to developer 1s
minimized. Design decisions which cause great difficuities wall

be rapidly.exposed and revised. The system developers are also

likely to be more tolerant than other users of small “rough
edges”. which means that they can begin to use the s;sten
‘earlier. before 1t 1s completely finished. A consequence of thas
1€ that the initial services .integrated and developea Ior‘the

system are oriented toward the needs of the system developers

s

In manvy cases (e g . program maintenance) these services have
-ut1li1ty 1n other environments. -in those cases uhe}e-utlllty 18
limited to svstem developers, they do form the foundation of
Qupporting the enhanc;nent”of the DOS system through 1t -own

LT 7 " facilities.

~ The system developers are further testing the svstem design
through the xnplenentatxon‘of some svsten services. such as file
archiving and other co-nnnds as clxent level progrnns _The

xlplenentatxon of these ‘services tesgs the ubnlntv of the DOS to

support such system functnons wlthout further nodx!xcntlons of

the softwnre within the DOS.

The experiences of the system developers. however, are no

substitute for those of application programmers. Application
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programmers can be expécted to nake‘denands upon the completeness
and accuracy of the_docunentatxon. for example. and to exercise
the svystem 1n wavs that heré not anticipated. or not often used.
by the develdpers Because ;pplxcatxon programmers will lack
1n-depth knowledge of the DOS i1mplementation strategies. their
reactions will be an important test of the user;level conceptual
models defined 1n the user manuals. Due to limited tiie and
effort. only small-scale examples can be constructed’exclusxvéiy

for svstem evaluation purposes
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